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Pacific Wave: Overview

& Joint project between CENIC and PNWGP

&4 OpenExchange supporting both commercial and R&E peers
&4 NSFpartially -supported

& Serves 29 countries across  Pacific

& First Trans- Pacific 100GE link between Tokyo / Seattle
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Pacific Wave: Overview

CE N Ic Pacific Wave .Jf.: CIF J.,:
and WRN

+ Pacific Wave and the Western Region Network provide
for a 100Gbps network spanning the Western United

States serving PNWGP, CENIC, FRGP, ABQGP and UH.

* Pacific Wave and NSF IRNC awardee PIREN (Univ of
Hawaii) work together supporting AARNet links to
California and Washington and expansion of high-
speed service through the Pacific Islands Region
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Pacific Wave POPs

Pacific Research Platform (PRP)
PRP Science DMZ Fabric
Software Defined Network
Commercial Peering Points

(Amazon, Google, & Microsoft)
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New Zealand

WESTERN REGIONAL NETWORK

States served by WRN members:

= ABQG: New Mexico GigaPoP

= CENIC: California

- FRGP: Colorado and Wyoming

= PNWGP: Washington, Montana,
Alaska, Oregon & Idaho

= UH: Hawaii

AARNET

PACIFIC WAVE IS A PROJECT OF CENIC & PACIFIC NORTHWEST GIGAPOP
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Pacific Wave: SDX Con

Testbed Resources Science Group
/ Other Uses (DTNs) Applications / Uses

Network
Testbeds

Circuit Building
(NSI/OpenNSA)

OpenFlow Switches

On-ramp Locations (Ethernet / virtual circuits)
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PACIFIC WAVE

* To GENI Mesoscale, ESNet, StarLight,
éneﬁ AL2S, and other participants

ge and Compute within GENI

. Pacific Wave Exchange Switch
& Enhanced SDXchange Switch

— 100G link

w— Participant Connections

*To COTN (California OpenFlow Network),
GENI Mesoscale, ESNet, Internet2 AL2S,
and other participants

* Storage and Compute within COTN & GENI

* To COTN (California OpenFlow
Network), GENI Mesoscale, GENI
rack, Internet2 AL2S, and other
participants

* Storage and Compute within
COTN & GENI

Traditional Peerings between all Pacific Wave participants can remain on the
Pacific Wave Exchange Switches.

SDX Services can be accessed via direct connection to Enhanced SDXchange
Switches OR via connections to the Pacific Wave Exchange Switches.

Mixed connections can also take place between participants where one is
connected to the Pacific Wave Exchange Switch and the other to an Enhanced
SDXchange Switch.




Pacific Wave: NSF
IRNC:RXP Award

a Pacific Wave Expansion Supporting SDX & Experimentation
(ACI- 1451050, September 2015)

n 100GE enhancements

n Parallel SDN/SDX deployment
n Improved instrumentation

n IRNCCollaboration
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Pacific Wave: IRNC Activities

4 Project Year 1 Activities:
n Traditional Switching from Tokyo through West Coast and east through
Starlight
n SDX nodes in Los Angeles and Seattle
dz 100G connected to common exchange
n Control nodes in Los Angeles and Seattle
n AutoGOLE / NSI + MEICAN pilot

4 Project Year 2 Activities:
n 100G SDX node in Sunnyvale
n Interdomain collaboration

&4 Project Year 3 Activities:
n Control node in Sunnyvale
n Expanding depth and range of collaboration efforts
n Additional DTN deployments, Tstat instrumentation, ...
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Pacific Wave: SDX/SDN testbed control plane

Seattle
Pacific Wave - SDX/SDN testbed
1x10G
1x100G
Pending (move / add / change)

=== Pacific Wave - production L2 exchange
—
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Automated GOLE
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4 Dynamic network services between GOLEs and networks
n GOLE GLIF OpenLightpath Exchange
&4 NSI Connection Service v2.0
n Open Grid Forum (OGF)
n https://  www.ogf.org/documents/GFD.212.pdf
n Hub and Spoke architecture - 29 Network Service Agents
dz 6 Aggregators
dz 23 leaf uPA(ultimate provider agent)
dz Advertising 30 networks
4 Document Distribution Service (DDS)
n https:// redmine.ogf.org /dmsf_files /13508?download=
4 Tools
n MEICAN, DDS Portal, etc
4 Advanced capabilities
n Path finding and signaling algorithms
n Additional Network modeling for optimizations

CENIC |




Automated GOLE fabric

KRLight

KDDI Labs
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Pacific Wave Dynamic Circuit Services: AutoGOLE NSI Pilot

4 Dynamic circuit services available in Seattle, Sunnyvale, and Los Angeles

4 Initially, each Pacific Wave GOLE will operate its own NSI domain
n e.g. Los Angeles as Isanca.pacificwave.net:2016

4 NSA Deployment in Pacific Wave
n OpenNSAoftware
dz Developed by NorduNet
n Separate OpenNSMstances for each GOLE
n Each instance managing a single device

n Eachinstance configuredforc -plane & d - plane peering with adjacent Pacific Wave GOLE
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Pacific Wave Dynamic Circuit Services: AutoGOLE / NSI Pilot

4 Control - plane peering (with NSI Aggregators)
n Esnet
n NetherLight
n StarLight

4 Data- plane peering
n ESnet
n StarLight
n SINET
n (JGN X, Caltech pending)

4 Provisioning - RNPLs M&db@A N
n https://  wiki.rnp.br /display/ secipo/ AutoGOLE+MEICAN+PIilot

4 Various contributors
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Pacific Wave Dynamic Circuit Services: Resources

100Gconnected (IRNC) DTNs pending in Seattle, Sunnyvale, and Los Angeles
&4 Dual-socket ~ (2) E5 -2667v4 8 cores @ 3.2GHz w/256GB DRAM
&4 6.4TBraw on NVMe-- (2) Kingston (Ligid) 3.2TB NVMe PCle 3.0 x8
& 80TB raw on SAS3™ (8) 10TB HGST off of an LSI 9300 - 8i HBA
&4 Mellanox ConnectX-5 ~ interconnect using QSFP28 passive copper DACs in Sunnyvale
and Los Angeles, and QSFP28 LR4- lite (2km) optic in Seattle

100Gconnected (CC DNI DIBBs) PRPcontributed 1st - Gen FIONA operating as a DTN in Los Angeles
& Single -socket™ (1) E5 -2630v3 4-cores @ 2.40GHz w/32GB DRAM
&4 90TB raw storage on SAS2
&4 QLogic 45611 NIC ™ interconnect using LR4 optics
&4 CentOS7 with minimal install of perfsonar -tools, for ad hoc tests (~50Gbps single
stream)
& GridFTP disk - to - disk throughput testpoint on PRP MaDDash (~14Gbps multi - stream)

10G connected pS nodes deployed in Seattle, Sunnyvale, and Los Angeles

100G connected pS nodes at Seattle and Los Angeles; with Sunnyvale pending
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Pacific Wave: AutoGOLE NSI control plane

Pacific Wave - production L2 exchange
Pacific Wave - SDX/SDN testbed

1x10G

1x100G

Pending (move / add / change)
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Pacific Wave Dynamic Circuit Services: AutoGOLE
[ NSI Pilot
Near term and ongoing efforts

Extend pilot

SDN/SDXestbed integration

Collaborations with  AutoGOLE GLIF community

OpenNSMAevOpscontributions
n Network Resource Manager- Single OpenNSAnstance
n NSI knobs

MEICANhdvocation

Measurement and visualization integration
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Pacific Wave Dynamic Circuit Services: MEICAN // Dashboard

"'§ICAN Help . John Hess Sign out
# Dashboard Dashboard
Circuits <
_— Reserve Circuits Users Authorizations
Workflows <

& | S

|#a Monitoring <

’
) '-.
@ Topologies < . '
Tests <
& Users <
7' External Access <
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Pacific Wave Dynamic Circuit Services:
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MEICAN // Topology
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